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ABSTRACT

A neural network technique is used to quantify relationships involved in cloud–radiation feedbacks based
on observations from the Surface Heat Budget of the Arctic (SHEBA) project. Sensitivities of longwave
cloud forcing (CFL) to cloud parameters indicate that a bimodal distribution pattern dominates the histo-
gram of each sensitivity. Although the mean states of the relationships agree well with those derived in a
previous study, they do not often exist in reality. The sensitivity of CFL to cloud cover increases as the
cloudiness increases with a range of 0.1–0.9 W m�2 %�1. There is a saturation effect of liquid water path
(LWP) on CFL. The highest sensitivity of CFL to LWP corresponds to clouds with low LWP, and sensitivity
decreases as LWP increases. The sensitivity of CFL to cloud-base height (CBH) depends on whether the
clouds are below or above an inversion layer. The relationship is negative for clouds higher than 0.8 km at
the SHEBA site. The strongest positive relationship corresponds to clouds with low CBH. The dominant
mode of the sensitivity of CFL to cloud-base temperature (CBT) is near zero and corresponds to warm
clouds with base temperatures higher than �9°C. The low and high sensitivity regimes correspond to the
summer and winter seasons, respectively, especially for LWP and CBT. Overall, the neural network tech-
nique is able to separate two distinct regimes of clouds that correspond to different sensitivities; that is, it
captures the nonlinear behavior in the relationships. This study demonstrates a new method for evaluating
nonlinear relationships between climate variables. It could also be used as an effective tool for evaluating
feedback processes in climate models.

1. Introduction

Clouds play an important role in the Arctic climate,
especially in the ice–albedo and cloud–radiation feed-
back mechanisms. These feedbacks are believed to be
responsible for polar amplification of global warming,
and make the Arctic the most sensitive area to global
climate change. In the past several decades, the Arctic
has been undergoing dramatic changes in every aspect

of the system. Many of the changes observed during
recent decades in the oceanic and terrestrial northern
high latitudes are summarized in Serreze et al. (2000).
Significant warming has occurred in the central Arctic,
as have downward trends in sea ice cover and negative
snow anomalies over both the North American and
Eurasian continents. Arctic cloudiness has also changed
substantially in the last two decades according to analy-
ses of satellite-derived datasets (Wang and Key 2003;
Comiso 2003; Schweiger 2004). While these analyses
are not in complete agreement, it appears that cloud
amount has decreased during winter and increased dur-
ing spring and autumn.

Our understanding of cloud–radiation interactions
and feedbacks in the Arctic is, however, still limited by
data sparsity and/or by poor spatial and temporal sam-
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pling. Recently available Arctic data from the Surface
Heat Budget of the Arctic (SHEBA) ocean project of-
fer new opportunities to evaluate relationships between
cloud properties and radiative forcing (e.g., Shupe and
Intrieri 2004). Even though the record length and spa-
tial representation are limited, these observations are
believed to be some of the most accurate and compre-
hensive measurements with a high temporal resolution
in the Arctic.

A quantitative evaluation of important feedback
loops is difficult because of the many interactions
among the relevant climate variables, particularly the
nonlinear behavior of these interactions. In this paper,
a neural network (NN) approach is pursued to capture
some of these nonlinear relationships. The neural net-
work method is an alternative statistical method to tra-
ditional regression techniques; it has been widely used
in environmental science and water resources since the
1990s. For example, ozone concentration forecasts us-
ing a neural network have been studied by Yi and Pry-
butok (1996) and Gardner and Dorling (2001). Another
area in which a neural network has been used exten-
sively is in the retrievals of geophysical parameters
from remotely sensed data (e.g., Davis et al. 1993;
Thiria et al. 1993; Escobar et al. 1993). Neural network
approximations are also used in numerical models to
replace some parameterizations of physical processes to
improve computational efficiency (e.g., Krasnopolsky
and Chevallier 2003; Key and Schweiger 1998). In most
applications, a feed-forward neural network is used;
that is, information is processed only in one direction
from input to hidden to output layers. Hornik et al.
(1989) has shown that any smooth measurable function
can be approximated by a neural network with one or
more hidden layers. Most previous applications are fo-
cused on the direct use of output from the neural net-
work, such as converting remotely sensed brightness
temperatures to physical parameters.

A by-product of a neural network model, the NN
Jacobian matrix, can be obtained from a trained neural
network. This Jacobian matrix is first examined in an
effort to understand the nature of the neural network
beyond the standard “black box” level. These Jacobi-
ans have been used to add constraints in a radiative
transfer model (e.g., Aires et al. 1999). The Jacobians
can also be used for variational assimilation applica-
tions (Chevallier and Mahfouf 2001). The NN Jacobian
has been used to investigate sensitivities in a remote
sensing algorithm (Aires et al. 2001). In a totally differ-
ent context, the NN Jacobians were put into a theoret-
ical framework as a tool to study the instantaneous,
multivariate, nonlinear sensitivities in climate feedback
processes (Aires and Rossow 2003). Aires et al. (2004)

further investigated the uncertainties in the Jacobian
matrix of multivariate sensitivities and proposed a prin-
cipal component analysis regularization scheme. A re-
cent review paper on cloud feedbacks by Stephens
(2005) summarizes some of the major obstacles to our
understanding of cloud feedbacks. He recommends ex-
tending the classical feedback diagnostics to investigate
instantaneous sensitivities instead of equilibrium esti-
mates. These sensitivities constitute a step toward a
more realistic representation and evaluation of feed-
back processes, particularly in their time evolution and
their roles in governing cloud–radiation interactions. In
his review, he recommends the Aires and Rossow
(2003) method as one way to obtain the instantaneous
sensitivities, that is, to apply a neural network approach
and examine the NN Jacobians.

The principal objective of this paper is to demon-
strate the capability of a neural network to quantify
nonlinear relationships between climate variables. To
keep the analysis simple while demonstrating this tech-
nique, we will focus on bivariate cases, that is, examin-
ing the sensitivity between longwave cloud forcing
(CFL) and each of four cloud parameters through an
annual cycle at an Arctic location. The Arctic, with its
dramatic annual swing between two very different re-
gimes, is the type of region where traditional linear
regression may founder if applied to a full year of ob-
servations. If the NN can capture these relationships, it
will offer a new tool to investigate feedback processes
because such sensitivities are the controlling factors for
these processes. Quantified relationships will help us to
improve our understanding of those feedbacks and fu-
ture climate change.

We use the SHEBA dataset to examine relationships
between cloud parameters and longwave cloud radia-
tive forcing obtained from the neural network. We
present these bivariate relationships as the Jacobians
from the neural network, which are the first partial
derivatives of CFL to each cloud parameter. Our NN-
derived sensitivities between CFL and other cloud pa-
rameters are compared with those from Shupe and In-
trieri (2004), who analyzed measurements of these vari-
ables from the SHEBA experiment. A description of
the data is given in section 2. The neural network ap-
proach is introduced in section 3 with a simple test case.
The results from the bivariate neural network analysis
are given in section 4, followed by a summary and dis-
cussion in section 5.

2. Data description

The SHEBA data used in this paper were obtained
from the Environmental Technology Laboratory
(ETL) at hourly temporal resolution. They cover a pe-
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riod from 1 November 1997 to 1 October 1998, and thus
autumn conditions are underrepresented in the dataset.
The variables considered here are CFL, cloud cover
(CLD), column liquid water path (LWP), cloud-base
height (CBH), and cloud-base temperature (CBT). The
CFL is calculated as the difference between measured
all-sky net longwave fluxes and modeled clear-sky long-
wave fluxes at the surface (Intrieri et al. 2002b). The
other four variables are determined from direct mea-
surements of radar or lidar during the SHEBA field
experiment. In this section, a brief summary of each
variable is given. Details about this dataset are pre-
sented in Intrieri et al. (2002a,b).

The CFL ranges from �20 to 80 W m�2 with a bi-
modal distribution; one mode is centered near 5 W m�2

(mainly in winter), and the other near 65 W m�2 (Fig.
1a). The negative CFL is introduced by errors in mod-
eling clear-sky fluxes, measurement errors, and instru-
ment mismatches (Shupe and Intrieri 2004). Negative
CFL values mainly correspond to conditions of clear
sky, low LWP, low CBH, and cold CBT in winter. In
winter and spring, small CFL values are common, while
large values are more common during summer and the
transition seasons.

The definition of cloud cover in this dataset is differ-
ent from the traditional one. It is referred to as vertical
cloud fraction, which is the percentage of time that the
cloud sensor (lidar or radar) detects the occurrence of
cloud directly overhead. The cloud cover used in this
study is averaged over 1 h. The distribution of CLD
during SHEBA is strongly bimodal (Fig. 1b): nearly
70% of the observations have cloud cover greater than
95% (overcast), and 20% have cloud cover less than
5% (clear). In winter, there are more clear cases than
overcast ones, and vice versa in warm seasons. Cases
with few clouds are characterized by small CFL, very
low LWP, low CBH, and cold CBT. Mostly cloudy
cases are responsible for large CFL during warm sea-
sons, and warm CBT (��10°C).

The LWP has a strong exponential distribution, with
more than 80% of the LWP measurements being less
than 100 g m�2 (Fig. 1c). High LWPs occur mainly in
summer. There are a few spikes in the LWP retrievals;
approximately 2% of the data are �300 g m�2 and
occur mostly in summer with high CBT and large CFL.
We suspect that these extremely high LWPs are due to
precipitation. There are also quite a few negative LWP
values mainly in winter when the Arctic air is cold and
dry. These are associated with errors in the retrieval
algorithm. According to Westwater et al. (2001), the
retrieval uncertainty is about 25 g m�2; thus, those be-
low �25 g m�2 can be treated as missing values, and are
eliminated in the following analysis.

The CBH also has a strong exponential distribution,
with more than 80% of the cloud bases below 1 km
(Fig. 1d). Although there is no distinct seasonal depen-
dence in CBH (Shupe and Intrieri 2004), there is some
indication that clouds may be higher in winter and
spring, except January, and lower in summer. Base
heights near zero occur mainly under clear-sky condi-
tions, and correspond to small CFL, low LWP, and cold
CBT during winter and the transition seasons. Dia-
mond dust, that is, precipitating small, unbranched ice
crystals, is included in the cloud-base measurements.

The CBT has a significant impact on downward long-
wave flux, and consequently the CFL. Its distribution
has a long tail toward the cold end with a sharp peak
around �2°C, and a broad one centered near �25°C
(Fig. 1e). Most values are between �35° and 1°C. The
cloud bases have higher temperatures in summer and
autumn compared with those in winter and spring.
Clouds with base temperatures higher than �15°C
mainly occur in summer and spring under overcast con-
ditions and correspond to large CFL and low CBH.
Extremely cold CBTs (��30°C) occur mainly in winter
and are associated with small CFL and LWP. These
conditions occur with either very low cloud or very high
cloud.

3. Neural network approach

a. Neural network

An NN is a powerful statistical model that is widely
used in classification, pattern recognition, regression,
and other scientific areas. In contrast to traditional re-
gression, a fitting function is not assumed in an NN
approach. Most NN applications focus on the direct
output of the NN. In this paper, we are interested not
only in these outputs, but also in the Jacobian matrix
within the neural network, which contains the first par-
tial derivatives of a given output variable with respect
to a given input variable. This, by definition, is the sen-
sitivity of CFL (output variable) to cloud parameters
(input variables) inferred by the NN model. For ex-
ample, if CFL is the output variable of a neural net-
work, and LWP and CBT are the input variables, the
Jacobians from this NN will contain �CFL/�LWP and
�CFL/�CBT.

Figure 2 shows a typical neural network with a mul-
tilayered perceptron including one hidden layer. The
three layers are connected by neuronal links with
weights W. After assigning initial random values to the
weights, the training process iterates to find a set of
weights that minimize an error function E. The weights
move in the direction of the negative gradient of the
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FIG. 1. Histograms of (a) CFL, (b) CLD, (c) LWP, (d) CBH,
and (e) CBT derived from hourly data gathered during the
SHEBA field campaign.
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error function �W � ���E, where � is the learning
rate. During training, the weights of each link are esti-
mated by an online (or stochastic) gradient descent al-
gorithm; that is, the weights are updated immediately
after incorporating each data point.

The activation function for the hidden layer is the
hyperbolic tangent function, �(a) � tanh(a). In matrix
notation, the input matrix is Xn	i and the output matrix
is Yn	k, where n is sample size, i is number of input
variables, and k is number of output variables. Suppose
the matrix of weights that links input and hidden layers
is W1, and the matrix that links hidden and output lay-
ers is W2, then the Jacobian matrix J for the NN input
x [x � (x1, . . . , xi) is one of the n samples in Xn	i] is
given by J(x) � WT

2 �
(W1 · x)WT
1 , where superscript T

stands for transpose and the prime indicates derivative.
For example, for i � 3 and k � 2, we will have the 2 	
3 Jacobian matrix J(x):

�
�y1

�x1
�x�

�y1

�x2
�x�

�y1

�x3
�x�

�y2

�x1
�x�

�y2

�x2
�x�

�y2

�x3
�x�� .

The advantage of this neural network Jacobian is that it
gives a direct statistical evaluation of the multivariate
and nonlinear sensitivities that depends on each con-
figuration of input and output variables (Aires and
Rossow 2003). Aires et al. (2004) also proposed a regu-
larization technique using a principal component analy-
sis to suppress the multicolinearities to obtain robust
Jacobians for multivariate cases. The results presented
in this paper are for bivariate cases only.

b. Test case with specified functional relationships

Tests are performed in this section to examine the
ability of a feed-forward neural network with one hid-
den layer to capture known relationships between vari-
ables, in particular the Jacobians of such relations. A
simple example is given in this section for some non-
linear relationships. The neural network estimates are
compared with those from the linear regression. The
purpose of this section is not to validate theoretically
this neural network approach, but rather to demon-
strate that the NN can capture the nonlinear relation-
ships much better than the traditional linear regression
method. A more sophisticated theoretical case study
can be found in Aires and Rossow (2003) using the
Lorenz model.

The inputs of the multilayered perceptron with one
hidden layer are given by x � (x1, x2, x3), where the
three coordinates are random variables with normal
distributions with different means and variances, that is,
x1 
 N(4, 1) (with a mean of 4 and variance equal to 1),
x2 
 N(0, 1), x3 
 N(0, 4). The three variables are
independent with a sample size of 8000. The results are
valid for a variety of distributions. Three other vari-
ables, y1, y2, and y3, are constructed according to some
known arbitrary functions; that is,

y1 � x1
2 � x2,

y2 � exp�x2�,
and

y3 � x1x2 � x3.

Thus, the Jacobian matrix is given as

J�x� � �
J11�x� J12�x� J13�x�

J21�x� J22�x� J23�x�

J31�x� J32�x� J33�x�
�,

��
�y1

�x1
�x�

�y1

�x2
�x�

�y1

�x3
�x�

�y2

�x1
�x�

�y2

�x2
�x�

�y2

�x3
�x�

�y3

�x1
�x�

�y3

�x2
�x�

�y3

�x3
�x�
� ,

� �
2x1 1 0

0 exp�x2� 0

x2 x1 1
�.

Data are randomly divided into three parts for the pur-
poses of training, cross validation, and testing. A neural
network is optimized using the training dataset. The
root-mean-square (RMS) error is monitored using both

FIG. 2. Sketch of a feed-forward neural network with one hid-
den layer: i, j, k are indices for input-, hidden-, and output-layer
neurons.
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training and cross-validation data, and the training pro-
cess is stopped when the RMS error between iterations
is small, or when the RMS error for the cross-validation
data starts increasing, which is referred to as the early
stopping technique (Bishop 1996). The test dataset is
used to perform an independent check on the trained
neural network.

The fitting results for each of the output variables are
plotted in Fig. 3 for both linear regression (crosses) and
neural network (circles). Given that the RMS errors for
each estimate of y1, y2, and y3 using both methods are
much less than the standard deviation for y1, y2, and y3

(8.01, 2.16, and 4.60), respectively, both methods can be
used, but the neural network estimate performs better
than does the linear regression. The fitting bias from
the neural network is smaller than that from the linear
regression, and more variability is explained by the

neural network approach than by the linear regression
method.

The neural network Jacobians can provide not only
an estimate of the mean sensitivity between two vari-
ables, but also an estimate of the distribution of the
sensitivity. Figure 4 shows the histograms of estimated
sensitivities for each pair of variables. Neural network
sensitivity estimates agree well with the theoretical val-
ues as shown in the Jacobian matrix above. For ex-
ample, from the theoretical Jacobian matrix, we know
that the sensitivity of y1 to x1 is 2x1. This sensitivity has
a normal distribution with a mean of 8 and variance
equal to 4 as indicated in Fig. 4a. Similarly, the sensi-
tivities of y2 to x2 are an exponential distribution with a
mean of 1.7 (Fig. 4e). It is close to the theoretical dis-
tribution and mean, which is the same as those for y2.
As expected, the distributions of �y3/�x1 and �y3/�x2

FIG. 3. Scatterplots comparing true values of each output variable with its estimates from the neural network and linear regression
methods. The solid line represents the true values, circles represent the neural network estimate, and crosses represent the linear
regression estimate.
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should be normal and given by N(0, 1) and N(4, 1). The
bottom panel in Fig. 4 indicates that the neural network
sensitivities are close to the normal distributions for x1

and x2.

4. Relationships between CFL and cloud
parameters

In this section, the relationships between CFL and
other variables are discussed based on the characteris-
tics of Jacobians from a new neural network approach.
We use bivariate relationships only (in contrast with the
previous section) to simplify the physical interpretation
of the results. An NN is created for each of the cloud
variables (the only input of the NN) and the CFL is the
unique NN output. These four NNs are used to analyze
the relationships for each pair of variables. We first plot

the neural network behavior curves against the scatter-
plots for each pair; then we examine the histograms of
the NN-estimated sensitivities.

a. Neural network behavior for pairs of variables

Figure 5 shows the root-mean-square errors (RMSEs)
during the training process for each pair of variables.
The RMSE decreases quickly to nearly constant by the
end of the training. For CBH, the early stopping tech-
nique (Bishop 1996) is used to regularize the learning
process because the RMSE from cross-validation data
starts increasing. Given that the standard deviation of
CFL is about 26 W m�2, the LWP (RMSE 
15) seems
to best explain CFL variability, followed by CBT
(RMSE 
19), CLD (RMSE 
19), and CBH (RMSE

23) in decreasing order.

The neural network behavior curves are examined to

FIG. 4. Histograms of estimated sensitivities from the neural network for three test relationships. The mean sensitivity for each pair
of variables is also given.
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provide confidence in the sensitivity estimates in the
following subsections. These curves are direct output
from the trained neural network. The black lines in Fig.
6 are constructed by applying a range of input values to
the trained neural network. The neural network behav-
ior curve represents the averaged CFL corresponding
to values of the cloud parameter. The limitation of the
bivariate case is that much of the scatter cannot be
explained by a single input variable; that is, interactions
among the cloud variables contribute to the scatter.
The slope of the curve at a given point is the sensitivity
of CFL to the corresponding cloud parameter, and the
steeper the curve, the larger the sensitivity. For ex-
ample, when LWP values are low in Fig. 6b, the steep
slope indicates a large sensitivity of CFL to LWP.

From the slopes of the neural network behavior
curves in Fig. 6, we obtain a basic idea of the sensitivity
characteristics. The sensitivity of CFL to cloud cover
increases with cloud cover because the steepness of the
behavior curve increases (Fig. 6a). For the sensitivity to

LWP, the largest slope occurs in the low range of LWP
values, while the slope is small for high LWP values.
This indicates a large sensitivity to low LWP values
(Fig. 6b). Both negative and positive relationships exist
between CFL and CBH. The slope is positive for low-
altitude clouds, and negative for high-altitude clouds
with a decrease in magnitude as CBH increases (Fig.
6c). The largest sensitivity between CFL and CBT oc-
curs when base temperatures are neither extremely
cold nor warm (Fig. 6d). The details of these sensitivi-
ties are discussed in following subsections.

Figure 7 shows the histograms of the Jacobians from
an NN with CFL as output and each of the cloud vari-
ables (CLD, LWP, CBH, and CBT) as input. A bimo-
dal distribution characterizes all of the Jacobian histo-
grams for this dataset, albeit it is weak for �CFL/�CBT.
This consistent pattern illustrates the nonlinear rela-
tionships between CFL and cloud properties, as well
as the two distinct regimes that prevailed during
SHEBA.

FIG. 5. The RMS error of CFL (W m�2) during the training process with a single input variable as (a) CLD, (b) LWP, (c) CBH
(early stopping), and (d) CBT.

4094 J O U R N A L O F C L I M A T E VOLUME 19



b. CFL vs CLD

It is well known that the presence of cloud has a
significant impact on the surface radiation budget in the
Arctic. This is partly owing to the absence of solar en-
ergy in winter and partly to the prevalence of low-level
temperature inversions. The lack of humidity in the
Arctic atmosphere enhances the cloud impact. In the
Tropics clouds have a weaker effect because of abun-
dant low-level moisture. Using hourly measurements
from SHEBA, the NN produces a sensitivity �CFL/
�CLD ranging from 0.1 to 0.9 watts per square meter
per percent cloudiness (W m�2 %�1), with a mean of
about 0.68 W m�2 %�1. Shupe and Intrieri (2004) show
that �CFL/�CLD has a mean value of 
0.65 W m�2

%�1 with a range of 0.3 to 0.8 W m�2 %�1. These two
independent results agree well. However, the bimodal
distribution of the Jacobians indicates that the mean

value is not particularly meaningful (Fig. 7a) because
this mean state does not exist often. The time scales are
different in these two studies. Shupe and Intrieri (2004)
obtain the sensitivity of CFL to CLD by looking at
2-day averages, while in the present study, hourly data
are used. The same analysis using daily data produces
similar results but with a slightly higher mean sensitiv-
ity. The NN approach, however, performs better and
more reliably with a large dataset. Thus, we have more
confidence in the realism of the results using hourly
data.

To better understand the reason for the bimodal dis-
tribution in Fig. 7a, we examine separately the data
points in the low and high sensitivity bins in this figure.
For each of the two bins, we examine the distribution of
CLD values and the predominant seasonal contribu-
tions to each bin. The two peaks in the sensitivity his-
togram in Fig. 7a correspond to the two regimes of

FIG. 6. CFL (W m�2) simulated with the NN using a single input variable: (a) CLD, (b) LWP, (c) CBH, and (d) CBT. The gray dots
are data and the black curve is the NN estimate after training. The slope at each point along the curves represents the sensitivity of CFL
to the corresponding cloud parameter. Steep slopes correspond to high sensitivities.
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cloud presented in Fig. 8. The top (bottom) plots are for
the low (high) sensitivity peak. The peak with low sen-
sitivity corresponds to conditions with little or no cloud.
These conditions occur mainly in winter (Figs. 8a and
8b). The high sensitivity peak contains overcast cases,
which occur mostly in warm seasons (Figs. 8c and 8d).
Shupe and Intrieri (2004) also point out that sensitivity
increases with CLD.

The two distinct regimes with either clear or cloudy
conditions have two implications. First, they indicate an
asymmetric response to changes in cloud cover. The
changes in CFL are plotted in Fig. 9 for transition cases:
plus signs are for clear to cloudy, and circles for cloudy
to clear. There is a slight tendency for the response to
cooling (cloudy → clear) to be stronger than that to
warming (clear → cloudy). The sample size, however, is
too small to make a robust conclusion. The second im-
plication is that the higher sensitivity during overcast

conditions may represent effects of other variables on
CFL. For example, if there is more water vapor in the
atmosphere ahead of an incoming cloud mass with a
storm, it may have a significant effect on CFL. This
combination of effects could be better represented by a
multivariate NN model that uses interaction terms (this
will be the subject of a future study).

c. CFL vs LWP

Column LWP is used to represent cloud bulk micro-
physics. The NN produces a mean sensitivity �CFL/
�LWP of 0.78 W m�2 per unit change in LWP (grams
per square meter; hereafter W g�1). The bimodal dis-
tribution evident in Fig. 7b has a low-sensitivity peak
near zero, and another high-sensitivity one near 1.2 W
g�1. Another group with a slightly lower sensitivity (1.1
W g�1) has a comparable number of data points to
those in the low-sensitivity peak group (hereafter re-

FIG. 7. Sensitivities between pairs of variables as represented by Jacobians from neural network for (a) �CFL/�CLD (W m�2 %�1),
(b) �CFL/�LWP (W g�1), (c) �CFL/�CBH (W m�2 km�1), and (d) �CFL/�CBT (W m�2 C�1). The number in each histogram is the
mean sensitivity.
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ferred to as bin 9). We focus on these three bins. LWP
is large with a minimum value �80 g m�2 in the low-
sensitivity bin, which occurs mainly in late spring and
summer (Fig. 10a). Thus, the impact of changes in LWP
on CFL is near zero when LWP is high. This is known
as the longwave saturation effect, which occurs because
thick clouds with a large LWP emit as a blackbody, and
any further change in LWP does not change CFL ap-
preciably. These saturated cases occur mainly during
summer. The high-sensitivity cases, on the other hand,
occur when LWP is low (less than 10 g m�2), which
occurs mainly during winter and spring (Fig. 10b).
Clouds in bin 9 also have LWP values less than 15 g
m�2. All data in those two high-sensitivity bins are,
however, within the range of retrieval uncertainty for
LWP (�25 W m�2). Thus, we do not have enough con-
fidence to define the LWP range for the high-sensitivity
regimes.

The other bins in the Jacobian histogram (Fig. 7b)

indicate that the sensitivity �CFL/�LWP increases from
0.2 to 1 W g�1 as LWP decreases from 72 to 6 g m�2

(Fig. 11a). This negative relationship is consistent with
the findings of Shupe and Intrieri (2004), and illustrates
the longwave saturation effect. The empirical relation
between cloud emissivity and LWP is plotted in Fig.
11b based on Stephens’s (1978) parameterization with a
total mass absorption coefficient equal to 0.158 m2 g�1.
As LWP increases, cloud emissivity quickly approaches
that of a blackbody. Thus, further increases in LWP do
not affect the downward longwave flux.

d. CFL vs CBH

CBH does not have a distinct seasonal trend (Intrieri
et al. 2002a), nor does it have a direct impact on CFL.
However, it does have an indirect impact because the
CBH affects the temperature of the cloud base, which
has a direct effect on the surface radiation budget. This
is particularly important because low-level Arctic tem-

FIG. 8. Histograms showing monthly frequencies and corresponding distributions of cloud cover for low/high sensitivity �CFL/�CLD
shown in Fig. 7a: (a), (b) for the low-sensitivity peak and (c), (d) for the high-sensitivity peak.
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perature inversions are frequent, especially in winter.
There are both positive and negative relationships be-
tween CFL and CBH, as indicated by positive and
negative sensitivities (�CFL/�CBH) in Fig. 7c. This
likely indicates the different effects of clouds residing in
or above the temperature inversion layer.

The peak with negative sensitivities corresponds to a
group of clouds with a minimum CBH of 0.8 km (Figs.
12a,b). Most of these clouds are above 1 km, which is

about the average height of the temperature inversion
in the Arctic. Above this height, CBT generally de-
creases as CBH increases; thus, CFL decreases. The
peak with high positive sensitivities corresponds to a
group of very low clouds (less than 0.16 km) (Figs.
12c,d). The bin with the highest positive sensitivity is
characterized by zero CBH. This indicates that changes
in clouds extending to the ground (or fog), especially if
they contain liquid water, have a large impact on CFL.

FIG. 10. Histograms showing monthly frequencies of LWP for low/high sensitivity �CFL/�LWP shown in Fig. 7b: (a) for the
low-sensitivity peak and (b) for the high-sensitivity peak.

FIG. 9. Changes in CFL for transitions from clear to overcast (crosses) and from overcast
to clear (circles) conditions.
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FIG. 11. The longwave saturation effect as indicated in (a) observed sensitivity of CFL to LWP as a function of LWP; (b) empirical
relationship between cloud emissivity � and LWP based on Stephens (1978).

FIG. 12. Histograms showing monthly frequencies and corresponding distributions of CBH for low–high sensitivity �CFL/�CBH
shown in Fig. 7c: (a), (b) for the low-sensitivity peak and (c), (d) for the high-sensitivity peak.
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These clouds are also the most difficult to detect and
measure by satellite sensors. This research emphasizes
the importance of improving retrieval algorithms for
low Arctic clouds.

Shupe and Intrieri (2004) divided clouds into three
groups to examine the relationships between CFL and
CBH: clouds with CBH � 0.5 km, clouds with CBH �
3 km, and clouds in between. The neural network pro-
duces a similar but more detailed division of clouds
(Table 1). The resolution of CBH measurements is
0.029 km. The clouds with large negative sensitivities

have bases between 1 and 3 km. Clouds with large posi-
tive sensitivities have a base height lower than about
0.60 km. When clouds are near but below the inversion
layer, or above 3 km, the sensitivity is smaller.

e. CFL vs CBT

CBT has a significant effect on the radiative proper-
ties of clouds. It directly affects downward longwave
flux to the surface, and thus CFL at the surface. Warm
clouds (high CBT) are responsible for the largest CFL
(Shupe and Intrieri 2004). However, the NN Jacobian

FIG. 13. Histograms showing monthly frequencies and corresponding distributions of CBT for low–high sensitivity �CFL/�CBT
shown in Fig. 7d: (a), (b) for the low-sensitivity peak and (c), (d) for the high-sensitivity peak.

TABLE 1. Sensitivities s of CFL to CBH from the NN.

�CFL/�CLD (W m�2 km�1)

s � 10 10 � s � 0 0 � s � 10 s � 10

CBH (km) 1.02–3.17 �3.20 or 0.75 � CBH � 1.00 0.60–0.72 �0.57
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shows that the sensitivities for these warm clouds are
not necessarily large, as shown by the peak with low
sensitivity in the Jacobian histogram (Fig. 7d). This
peak corresponds mainly to a group of clouds with base
temperatures higher than �9°C (Fig. 13b), which ap-
pear during spring and summer (Fig. 13a). Another
group of clouds with sensitivities near zero, as indicated
by the first bin in the histogram (Fig. 7d), has very low
base temperatures (less than �40°C). This group occurs
infrequently, and is characterized by high clouds with a
minimum height above 5 km (Fig. 14). The highest sen-
sitivity of CFL to CBT occurs during winter and early
spring (Fig. 13c) with an average range of CBT between
�24° and �30°C (Fig. 13d). Most clouds in this group
have a low base height and exist under the temperature
inversion. This causes the CFL to be highly sensitive to
changes in CBH and CBT. These results show that
clouds within or near the inversion have the largest
impact on CFL. The NN produces a mean sensitivity
�CFL/�CBT of 1.10 W m�2 °C�1 (Fig. 7d), which is
consistent with the average value of about 1 W m�2

°C�1 found by Shupe and Intrieri (2004) under typical
Arctic conditions.

5. Summary and discussion

The neural network is able to capture the sensitivity
of CFL to a wide variety of cloud properties including
cloud cover, LWP, CBH, and CBT. The bimodal dis-
tribution in sensitivity of CFL with respect to each of
the other four variables clearly shows the nonlinear be-
havior in the relationships, and provides a wealth of
additional information for interpreting them. This
novel approach is able to characterize different “re-

gimes” in the system without a priori assumptions. It
should be noted that the instantaneous longwave sur-
face radiative cloud forcing is also influenced by the
transmissivity of the atmosphere below the cloud; thus,
the CLF of a high cloud will be more susceptible to this
effect than will a low cloud. The Arctic atmosphere
typically contains little moisture, however, so the trans-
missivity of the below-cloud layer will be of less impor-
tance than at lower latitudes. We also recognize that
over time the emission from the cloud will likely warm
the atmosphere below it, thereby adding to the CLF.

Table 2 gives a summary of the Jacobians from a
neural network using pairs of variables at an hourly
time scale. The overall mean sensitivities are listed as
are the averages for each mode and corresponding
cloud characteristics. The strongest bimodal case is for
�CFL/�CLD. This bimodal sensitivity pattern matches
the bimodality of cloud cover (Fig. 1b); that is, the re-
sponse of the CFL is different under clear and cloudy
conditions. Although the definition of cloud cover here
is somewhat different from traditional ones (see section
2), the bimodality of Arctic cloud has been shown in a
previous study using Russian drifting station data
(Walsh and Chapman 1998). The mean sensitivity state
of 0.65 W m�2 %�1 agrees well with Shupe and Intrieri
(2004), but our study indicates that it rarely exists in
reality.

CFL increases as liquid water increases, but the slope
of the relationship decreases for large LWP. Ulti-
mately, it reaches a saturation state, in which additional
increases in LWP have little effect on CFL. For ex-
ample, the low-sensitivity regime is characterized by
clouds with LWP larger than 80 g m�2 (Table 2). Those
clouds often occur during summer with high CBT. The

FIG. 14. Data distribution in terms of (a) CBT and (b) CBH corresponding to the bin with near-zero sensitivities in the histogram
for �CFL/�CBT in Fig. 7d.
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FIG. 15. Scatterplots of CBH vs CBT for winter [Dec–Jan–Feb (DJF)], spring [Mar–Apr–May (MAM)], summer [Jun–Jul–Aug
(JJA)], and autumn [Sep–Oct–Nov (SON)].

TABLE 2. Sensitivities between pairs of variables represented as Jacobians from the neural network. Modes 1 and 2 correspond to low-
and high-sensitivity peaks, respectively, in Fig. 7. For �CFL/�CBH, modes 1 and 2 correspond to negative- and positive-sensitivity peaks,
respectively.

Jacobians
Mode 1

(low sensitivity)
Mean

sensitivity
Mode 2

(high sensitivity)

�CFL/�CLD W m�2 %�1 0.10 0.65* 0.90
Conditions Clear sky (CLD � 5%) Cloudy sky (CLD � 95%)
Primary season Winter Spring and summer

�CFL/�LWP W g�1 0.01 0.78 1.18
Conditions LWP � 80 g m�2 LWP � 10 g m�2

Primary season Summer Winter
�CFL/�CBH W m�2 km�1 �10.07 59.62 83.25

Conditions CBH � 0.8 km CBH � 0.16 km
Primary season — —

�CFL/�CBT W m�2 °C�1 0.19 1.10* 3.07
Conditions CBT � �9°C CBT �24° to �30°C
Primary season Summer Winter and early spring

* Consistent with the results of Shupe and Intrieri (2004).
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CFL is most sensitive to clouds with very small LWP,
which are within the uncertainty of the LWP retrievals.
This suggests that further study of the relationship be-
tween CFL and LWP requires more accurate LWP
measurements.

CBH and CBT are closely related; thus, their impacts
on CFL are interrelated. Evidence of the near-surface
temperature inversion is indicated in the scatterplot be-
tween CBH and CBT (Fig. 15), especially in winter. A
strong negative relationship exists for high-altitude
clouds, and a slightly positive one for low-altitude
clouds. The negative correlation is dominant during
summer when temperature inversions are much weaker.

When clouds reside within the temperature inversion
layer, the relationship between CFL and CBH is posi-
tive. When CBH is higher than 0.8 km, CFL has a gen-
eral tendency to decrease as CBH increases (Table 2).
A small group of very cold, high (�5 km) clouds cor-
responds to very low sensitivity of �CFL/�CBT (Fig.
14). This is a saturation effect similar to that found for
CFL and LWP; that is, the sensitivity of CFL to CBT is
small for very warm clouds (CBT � �9°C). This also
occurs mainly in summer.

The sensitivities of CFL to cloud properties have
been discussed by Shupe and Intrieri (2004) using
SHEBA data. The mean states for sensitivities ob-
tained in their study are in good agreement with ours
derived with the NN model. The bimodal distribution,
however, indicates that the mean cloud conditions
rarely exist, and thus have little practical meaning.
Shupe and Intrieri (2004) also discussed the different
sensitivity values corresponding to cloud groups with
different properties. Their results are based on the fore-
knowledge of how to separate different cloud groups,
while the NN approach requires no a priori information.

Our study shows that the neural network can readily
separate the different response regimes. This is encour-
aging because all results are derived from data without
other subjective knowledge. Although the bivariate
case cannot explain the total variability in CFL owing
to the interaction of cloud variables, it demonstrates an
effective way to quantify the relationships between cli-
mate variables. The next step will be to perform a mul-
tivariate study to understand the effects of cloud-
variable interactions on sensitivities and to obtain mul-
tiple sensitivities simultaneously. This neural network/
Jacobian method can also be applied to other groups of
variables from measurements, retrievals, or model
simulations to elucidate complex, nonlinear relation-
ships that are prevalent in the climate system.
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